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Abstract

LIBLINEAR is an open source library for large-scale linear classification. It supports logistic
regression and linear support vector machines. We provide easy-to-use command-line tools
and library calls for users and developers. Comprehensive documents are available for both
beginners and advanced users. Experiments demonstrate that LIBLINEAR is very efficient
on large sparse data sets.
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1. Introduction

Solving large-scale classification problems is crucial in many applications such as text clas-
sification. Linear classification has become one of the most promising learning techniques
for large sparse data with a huge number of instances and features. We develop LIBLINEAR
as an easy-to-use tool to deal with such data. It supports L2-regularized logistic regression
(LR), L2-loss and L1-loss linear support vector machines (SVMs) (Boser et al., [1992). It
inherits many features of the popular SVM library LIBSVM (Chang and Lin, |2001) such as
simple usage, rich documentation, and open source license (the BSD licens{[). LIBLINEAR
is very efficient for training large-scale problems. For example, it takes only several seconds
to train a text classification problem from the Reuters Corpus Volume 1 (rcvl) that has more
than 600,000 examples. For the same task, a general SVM solver such as LIBSVM would
take several hours. Moreover, LIBLINEAR is competitive with or even faster than state of the
art linear classifiers such as Pegasos (Shalev-Shwartz et al., 2007) and SVMP® (Joachims,
2006). The software is available at http://www.csie.ntu.edu.tw/~cjlin/liblinear.

This article is organized as follows. In Sections [2| and [3| we discuss the design and
implementation of LIBLINEAR. We show the performance comparisons in Section[dl Closing
remarks are in Section [Bl

1. The New BSD license approved by the Open Source Initiative.
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2. Large Linear Classification (Binary and Multi-class)

LIBLINEAR supports two popular binary linear classifiers: LR and linear SVM. Given a set
of instance-label pairs (x;,vy;),i = 1,...,l, ; € R", y; € {—1,+1}, both methods solve the
following unconstrained optimization problem with different loss functions &(w; x;, y;):

. 1 !
min §wTw + Czizl E(ws x4, yi), (1)

where C' > 0 is a penalty parameter. For SVM, the two common loss functions are max(1 —
yiwTx;,0) and max(1—y;w”x;,0)2. The former is referred to as L1-SVM, while the latter is
L2-SVM. For LR, the loss function is log(1+e %% ) which is derived from a probabilistic
model. In some cases, the discriminant function of the classifier includes a bias term, b.
LIBLINEAR handles this term by augmenting the vector w and each instance x; with an
additional dimension: w? « [w?,b],2] « [zl B], where B is a constant specified by
the user. The approach for L1-SVM and L2-SVM is a coordinate descent method (Hsieh
et al. [2008). For LR and also L2-SVM, LIBLINEAR implements a trust region Newton
method (Lin et al., 2008). The Appendix of our SVM guideEI discusses when to use which
method. In the testing phase, we predict a data point x as positive if w’x > 0, and
negative otherwise. For multi-class problems, we implement the one-vs-the-rest strategy
and a method by Crammer and Singer. Details are in |Keerthi et al.| (2008]).

3. The Software Package

The LIBLINEAR package includes a library and command-line tools for the learning task.
The design is highly inspired by the LIBSVM package. They share similar usage as well as
application program interfaces (APIs), so users/developers can easily use both packages.
However, their models after training are quite different (in particular, LIBLINEAR stores w
in the model, but LIBSVM does not.). Because of such differences, we decide not to combine
these two packages together. In this section, we show various aspects of LIBLINEAR.

3.1 Practical Usage

To illustrate the training and testing procedure, we take the data set news2OE] which has
more than one million features. We use the default classifier L2-SVM.

$ train news20.binary.tr

[output skipped]

$ predict news20.binary.t news20.binary.tr.model prediction
Accuracy = 96.575), (3863/4000)

The whole procedure (training and testing) takes less than 15 seconds on a modern com-
puter. The training time without including disk I/O is less than one second. Beyond this
simple way of running LIBLINEAR, several parameters are available for advanced use. For
example, one may specify a parameter to obtain probability outputs for logistic regression.
Details can be found in the README file.

2. The guide can be found at http://www.csie.ntu.edu.tw/~cjlin/papers/guide/guide.pdf.
3. This is the news20.binary set from http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets. We
use a 80/20 split for training and testing.
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3.2 Documentation

The LIBLINEAR package comes with plenty of documentation. The README file describes the
installation process, command-line usage, and the library calls. Users can read the “Quick
Start” section, and begin within a few minutes. For developers who use LIBLINEAR in their
software, the API document is in the “Library Usage” section. All the interface functions
and related data structures are explained in detail. Programs train.c and predict.c are
good examples of using LIBLINEAR APIs. If the README file does not give the information
users want, they can check the online FAQ pageE] In addition to software documentation,
theoretical properties of the algorithms and comparisons to other methods are in |[Lin et al.
(2008)) and Hsieh et al. (2008). The authors are also willing to answer any further questions.

3.3 Design

The main design principle is to keep the whole package as simple as possible while making
the source codes easy to read and maintain. Files in LIBLINEAR can be separated into
source files, pre-built binaries, documentation, and language bindings. All source codes
follow the C/C++ standard, and there is no dependency on external libraries. Therefore,
LIBLINEAR can run on almost every platform. We provide a simple Makefile to compile
the package from source codes. For Windows users, we include pre-built binaries.

Library calls are implemented in the file linear.cpp. The train() function trains a
classifier on the given data and the predict () function predicts a given instance. To handle
multi-class problems via the one-vs-the-rest strategy, train() conducts several binary clas-
sifications, each of which is by calling the train_one () function. train_one () then invokes
the solver of users’ choice. Implementations follow the algorithm descriptions in |Lin et al.
(2008) and [Hsieh et al.| (2008). As LIBLINEAR is written in a modular way, a new solver
can be easily plugged in. This makes LIBLINEAR not only a machine learning tool but also
an experimental platform.

Making extensions of LIBLINEAR to languages other than C/C++ is easy. Following
the same setting of the LIBSVM MATLAB/Octave interface, we have a MATLAB/Octave
extension available within the package. Many tools designed for LIBSVM can be reused with
small modifications. Some examples are the parameter selection tool and the data format
checking tool.

4. Comparison

Due to space limitation, we skip here the full details, which are in|Lin et al.|(2008) and [Hsieh
et al| (2008). We only demonstrate that LIBLINEAR quickly reaches the testing accuracy
corresponding to the optimal solution of . We conduct five-fold cross validation to select
the best parameter C for each learning method (L1-SVM, L2-SVM, LR); then we train on
the whole training set and predict the testing set. Figure [1| shows the comparison between
LIBLINEAR and two state of the art L1-SVM solvers: Pegasos (Shalev-Shwartz et al., [2007))
and SVMPf (Joachims, 2006). Clearly, LIBLINEAR is efficient.

To make the comparison reproducible, codes used for experiments in Lin et al. (2008)
and Hsieh et al. (2008) are available at the LIBLINEAR web page.

4. FAQ can be found at http://www.csie.ntu.edu.tw/~cjlin/liblinear/FAQ.html.
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Figure 1: Testing accuracy versus training time (in seconds). Data statistics are listed after
the data set name. [: number of instances, n: number of features, #nz: number
of nonzero feature values. We split each set to 4/5 training and 1/5 testing.

5. Conclusions

LIBLINEAR is a simple and easy-to-use open source package for large linear classification.
Experiments and analysis in |Lin et al.| (2008), Hsieh et al.| (2008) and Keerthi et al.| (2008)
conclude that solvers in LIBLINEAR perform well in practice and have good theoretical
properties. LIBLINEAR is still being improved by new research results and suggestions from
users. The ultimate goal is to make easy learning with huge data possible.
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Appendix: Implementation Details

Appendix A. Formulations

This section briefly describes classifiers supported in LIBLINEAR. Given training vectors
x; € R",i = 1,...,0 in two class, and a vector y € R’ such that y; = {1, -1}, a linear
classifier generates a weight vector w as the model. The decision function is

sgn (wTac) .
LIBLINEAR allows the classifier to include a bias term b. See Section [2 for details.

A.1 L2-regularized L1- and L2-loss Support Vector Classification
L2-regularized L1-loss SVC solves the following primal problem:

!
. 1
min in'w +C E(max((), 1 —ywlay)),
1=

whereas L2-regularized L2-loss SVC solves the following primal problem:

l
1
min §wT'w +CD (max(0,1 - yw’x;)). (2)

w
=1
Their dual forms are:

I
min —a’Qa — e’ a
a 2

subject to 0<; <U, 1 =1,...,1.

where e is the vector of all ones, Q = Q + D, D is a diagonal matrix, and Qij = yiyjazzrmj.
For L1-loss SVC, U = C and D;; =0, Vi. For L2-loss SVC, U = o0 and D;; = 1/(2C), Vi.
A.2 L2-regularized Logistic Regression

L2-regularized LR solves the following unconstrained optimization problem:

!
1
min in'w +C Z; log(1 + efyinmi). (3)



A.3 Ll-regularized L2-loss Support Vector Classification

L1 regularization generates a sparse solution w. Ll-regularized L2-loss SVC solves the
following primal problem:

l

min [l + C (max(0,1 - giw” @))% (4)
=1
where || - ||; denotes the 1-norm.

A.4 Ll-regularized Logistic Regression

Ll-regularized LR solves the following unconstrained optimization problem:

l
min  ||wl) —I—C’Zlog(l—l—e_yinwi). (5)
e i=1
where || - |1 denotes the 1-norm.

Appendix B. L2-regularized L1- and L2-loss SVM (Solving Dual)

See Hsieh et al.| (2008)) for details of a dual coordinate descent method.

Appendix C. L2-regularized Logistic Regression (Solving Primal)
See |[Lin et al.| (2008]) for details of a trust region Newton method.

Appendix D. L2-regularized L2-loss SVM (Solving Primal)

The algorithm is the same as the trust region Newton method for logistic regression (Lin
et al., [2008)). The only difference is the formulas of gradient and Hessian-vector products.
We list them here.

The objective function is in (2)). Its gradient is

w+ QCXE:(X[’;U) — Y1), (6)

i
where I = {i | 1 — y;wTx; > 0} is an index set, y = [y1,...,y]7, and X = | :
)
Eq. is differentiable but not twice differentiable. To apply the Newton method, we
consider the following generalized Hessian of (2)):

T+20X"DX =T +20X}. D1 X1, (7)

where 7 is the identity matrix and D is a diagonal matrix with the following diagonal
elements:

Do 1 if1 —ywla; >0,
"o if1— ywle; <0.



The Hessian-vector product between the generalized Hessian and a vector s is:

s+20X]. (D1 (Xr.:8)). (8)

Appendix E. Multi-class SVM by Crammer and Singer

Keerthi et al.| (2008]) extend the coordinate descent method to a sequential dual method
for a multi-class SVM formulation by Crammer and Singer. However, our implementation
is slightly different from the one in Keerthi et al.| (2008). In the following sections, we
describe the formulation and the implementation details, including the stopping condition

(Appendix [E.4) and the shrinking strategy (Appendix [E.5)).

E.1 Formulations

Given a set of instance-label pairs (x;,v;),i = 1,...,l,z; € R™,y; € {1,...,k}, Crammer
and Singer| (2000) proposed a multi-class approach by solving the following optimization
problem:

k
min %Z wm—f—CZf,

w7n7£i i=1
subject to g wTa:Z >e' =&, i=1,...,1, (9)
where
o 0 ify; =m,
‘ 1 ify; #m.

The decision function is

arg max wlx.
m=1,....k

The dual of @ is:

k ! k
- 1
min 33 el 303 ety
m=1 i=1 m=1
k
subject to o' =0,Vi=1,...,1 (10)

where l
wm:Za;"mi,Vm, a=[ad,....of ..ot .. oMt (11)
=1
and
0 ify ,
om = : yi #m (12)
’ C ify,=m

Recently, [Keerthi et al.| (2008) proposed a sequential dual method to efficiently solve
. Our implementation is based on this paper. The main differences are the sub-problem
solver and the shrinking strategy.



E.2 The Sequential Dual Method for ([10))

The optimization problem has kl variables, which are very large. Therefore, we extend
the coordinate descent method to decomposes a into blocks [@, ..., @], where

Each time we select an index ¢ and aim at minimizing the following sub-problem formed by
Qs

(&%)

k
. 1
min g 1 514(042")2 + Bpaj"
m=

k
subject to Z ' =0,
m=1
ot <Ot ym={1,...,k},
where
A=zlx; and B,, = wl x; + " — Ao

Since bounded variables (i.e., o = C}',Vm ¢ U;) can be shrunken during training, we

minimize with respect to a sub-vector &iUi, where U; C {1,...,k} is an index set. That is,
we solve the following |U;|-variable sub-problem while fixing other variables:

1
min Z §A(a;”)2 + Bpalt

_U;:
3
C!i

meU;
subject to Z ajt = — Z o, (13)
mEUi miUZ

a?lgC;Z,mEUi.

Notice that there are two situations that we do not solve the sub-problem of index 4. First,
if |U;| < 2, then the whole &; is fixed by the equality constraint in . So we can shrink
the whole vector &; while training. Second, if A = 0, then x; = 0 and shows that
the value of a" does not affect w,, for all m. So the value of &; is independent of other
variables and does not affect the final model. Thus we do not need to solve &; for those
xr; = 0.

Similar to |Hsieh et al. (2008]), we consider a random permutation heuristic. That
is, instead of solving sub-problems in the order of ai,...&;, we permute {1,...1} to
{m(1),...7(l)}, and solve sub-problems in the order of & (), ..., 0 (). Past results show
that such a heuristic gives faster convergence.

We discuss our sub-problem solver in Appendix After solving the sub-problem, if
is the old value and «f" is the value after updating, we maintain w,, defined in ,

A
Q;

by
Wy, — Wiy + (" — &)y (14)

To save the computational time, we collect elements satisfying " # & before doing .
The procedure is described in Algorithm



Algorithm 1 The coordinate descent method for ([10])

e Given o and the corresponding wy,
e While v is not optimal, (outer iteration)

1. Randomly permute {1,...,1} to {m(1),...,7(])}
2. For i =7(1),...,m(l), (inner iteration)
If &; is active and ! z; # 0 (i.e., A #0)
— Solve a |U;|-variable sub-problem
— Maintain w,, for all m by

E.3 Solving the sub-problem

We follow the approach in [Crammer and Singer (2000). Let v = A& + B. Solving
is equivalent to solving

1
min f||1/||2
v 2
subject to Vm < ACY! + B, Vm € U, (15)
LIRS S ARV S
meU; meU; meU;

By defining D as

B ACT if mo=yy;,
D,, =3 om T ACy =y (16)
By, it m # yi,
Eq. becomes
1
min ~|lv|I?
v 2
subject to Vm < Dy, Ym € Uy, (17)
> v X D S A4 Y = Y Dy ac
meU; meU; meU; m¢Ui meU;
Note that the last equality is from . The KKT optimality conditions of are
Vm = 0 — Pms

> vm=(> Dm)—AC,

meU; meU;

where 3 and p,, are Lagrange multipliers. Eq. implies

S8+ Y Du= (Y Du)— AC,and § > Dy, Ypyu # 0.

pm=0 Pm#A0 meU;



Algorithm 2 Solving the sub-problem
e Given A, B

Compute D by

e Sort D in decreasing order; assume D has elements Do, D1, ..., D|y,|—1

r— 1,8« Dy— AC

While r < |U;| and B/r < D,

1. B —B+D,
2. r—r+1

o o min(C’{E, (B — Bm)/A),¥Ym

Thus we intend to find a (3, where

(2 p,=0 Pm) — AC
|fm|p —o1 ,andﬁZ;nz%Dm. (19)

To solve (19), we need to verify the set {m | pp, = 0}, and from and (17)), we have:

0=

B> Dp, if ppy >0,
6 < Dy, if pp, =0.

We begin with a set & = ¢, and then sequentially add an index m to ® by the decreasing

order of D,,, until
(X imea Pm) — AC

> max D,,.
2] “mga "
. Y nee Dm—AC . .
Having the set ® = {m | p,, = 0} and 3 = BT the optimal solution can be

computed by the following equation:

)

o' = min(Cy?, (8 — Bm)/A).
Algorithm [2| lists the details for solving the sub-problem .

E.4 Stopping Condition
The KKT optimality conditions of imply that there are by, ...,b; € R such that for all

i=1,...,0,m=1,...,k
wlax; +e™—b; =0if o < O,
wlax; + e —b; <0if o = CM".

Let
f (ev)

' dal

T m .
=w,,x; +e¢ ,Vi,m,



the optimality of a holds if and only if

maxG;' — min  G' =0,Vi. (20)

m:at<C
At each inner iteration, we first compute G}* and define:

minG = min G, maxG = max G, S; = maxG — minG.
m:a*<C™ v m v

Then the stopping condition for a tolerance € > 0 can be checked by

max S; < €. (21)
7

Note that maxG and minG are calculated based on the latest a (i.e., a after each inner
iteration).

E.5 Shrinking Strategy
The shrinking technique reduces the size of the problem without considering some bounded
variables. Eq. suggests that we can shrink o out if " satisfies the following condition:

a;" = Cy and G7" < minG. (22)

Then we solve a |U;|-variable sub-problem . To implement this strategy, we maintain an
[ X k index array alpha_index and an [ array activesize_i, such that activesize i[i] =
|U;|. We let the first activesize_i[i] elements in alpha_index[i]| are active indices, and
others are shrunken indices. Moreover, we need to maintain an [-variable array y_index,
such that

alphaindex[i][y_index[i]] = y;. (23)

When we shrink a index alpha index[i] [m] out, we first find the largest m such that m <
activesize_i[i] and alpha index[i][fi] does not satisfy the shrinking condition (22)), then
swap the two elements and decrease activesize_i[i] by 1. Note that if we swap index y;, we
need to maintain y_index[i] to ensure (23). For the instance level shrinking and random
permutation, we also maintain a index array index and a variable activesize similar to
alpha_index and activesize_i, respectively. We let the first activesize elements of
index be active indices, while others be shrunken indices. When |U;|, the active size of a;,
is less than 2 (activesize_i[i] < 2), we swap this index with the last active element in
index, and decrease activesize by 1.

However, experiments show that is too aggressive. There are too many wrongly
shrunken variables. To deal with this problem, we use an e-cooling strategy. Given a
pre-specified stopping tolerance €, we begin with

€shrink = max (1, 10¢)

and decrease it by a factor of 2 in each graded step until €gpink < €.

The program ends if the stopping condition is satisfied. But we can exactly compute
only when there are no shrunken variables. Thus the process stops under the following
two conditions:



Algorithm 3 Shrinking strategy

e Given €
e Begin with €gink < max(1, 10¢), start_from_all < True
e While

1. For all active oy
(a) Do shrinking and calculate S;
(b) stopping < max(stopping, S;)
(c) Optimize over active variables in &;

2. If stopping < €shrink

(a) If stopping < € and start_from_all is True, BREAK

(b) Take all shrunken variables back
(c) start_from_all « True

(d) €shrink < max(e, €shrink/2)

Else

(a) start from all « False

1. None of the instances is shrunken in the beginning of the loop.

2. is satisfied.

Our shrinking strategy is in Algorithm

Regarding the random permutation, we permute the first activesize elements of index
at each outer iteration, and then sequentially solve the sub-problems.

Appendix F. Ll-regularized L2-loss Support Vector Machines

In this section, we describe details of a coordinate descent method for L1-regularized L2-loss
support vector machines. The problem formulation is in . Our procedure is similar to
Chang et al.| (2008]) for L2-regularized L2-loss SVM, but we make certain modifications to
handle the non-differentiability due to the L1 regularization. It is also related to T'seng and
Yun, (2007). See detailed discussions of theoretical properties in [Yuan et al. (2009).

Define

bi(w)=1—-ywlz;, and I(w)= {i|bi(w) > 0}.



The one-variable sub-problem for the jth variable is a function of z:

f(w + zej) — f(w)
=lw; + z| — |w;| + C Z bi(w + ze;)* — C Z bi(

iel(w+zej) iel(w
=|w; + z| + L;(2; w) + constant

1
~lw;j + 2| + L (0;w)z + §L;-'(O; w)z? + constant, (24)
where
e; =[0,...,0,1,0,...,0]" € R", (25)
j—1
Lzw)=C Y biwtze))?
iel(w+ze;)
L (0 w = -2C Z yzng
el (w)
and

L7(0;w) = max(2C Z z?
el (w)

o 10712, (26)

Note that L;(z;w) is differentiable but not twice differentiable, so 2C'3 ¢y, ?j in
is a generahzed second derivative (Chang et al., [2008) at z = 0. This value may be zero
if ;5 =0, Vi € I(w), so we further make it strictly positive. The Newton direction from

minimizing is

L (0;w)+1 .
~ o i L5(0;w) + 1 < L(0; w)w;,
_ L (0w)—1
d= ~ e L5(0;w) — 1> LY(0; w)wy,
—w; otherwise.

See the derivation in (Yuan et al. 2009, Appendix B). We then conduct a line search
procedure to check if d, 3d, 3?d, ..., satisfy the following sufficient decrease condition:

wj + Bld| — [w;| +C Y bi(w+ Bde;)? —C > bi(w)?
icI(w+Gtde;) iel(w) (27)
<o " (Lj(0;w)d + |wj + d| — [wy]) ,

where t =0,1,2,..., € (0,1), and o € (0,1). From Chang et al.| (2008, Lemma 5),

l
C > bi(wtde)*—C Y bi(w)? < CO af)d® + Lj(0;w)d.
i=1

iel(w+de;j) iel(w)



We can precompute Zﬁzl 33@23' and check

l
[wj + G| = |wj| + C(Y_ 2)(8'd)? + Lj(0; w)'d
i=1
<o’ (L(0;w)d + |w; + d| — |w;l)
before . Note that checking is very cheap. The main cost in checking is on

calculating b;(w + B'de;), Vi. To save the number of operations, if b;(w) is available, one
can use

(28)

bz‘ (w + 5td€j) = b,(w) — (ﬁtd)yim’ij. (29)
Therefore, we store and maintain b;(w) in an array. Since b;(w) is used in every line
search step, we cannot override its contents. After the line search procedure, we must
run again to update b;(w). That is, the same operation is run twice, where the
first is for checking the sufficient decrease condition and the second is for updating b;(w).
Alternatively, one can use another array to store b;(w + 8'de;) and copy its contents to the
array for b;(w) in the end of the line search procedure. We propose the following trick to
use only one array and avoid the duplicated computation of . From

b,(w + dej) = b,(w) — dyi:z:,-j,
bz('w + 6dej) = bz(w + dej) + (d — 5d)yixij,

bi(w + B2de;) = bi(w + Bde;) + (Bd — B2d)yizy;, (30)

at each line search step, we obtain b;(w + 3'de;) from b;(w + 3~ 1de;) in order to check the
sufficient decrease condition . If the condition is satisfied, then the b; array already has
values needed for the next sub-problem. If the condition is not satisfied, using b;(w + 8'de;)
on the right-hand side of the equality , we can obtain b;(w + Btﬂdej) for the next line
search step. Therefore, we can simultaneously check the sufficient decrease condition and
update the b; array. A summary of the procedure is in Algorithm [4]

The stopping condition is by checking the optimality condition. An optimal w; satisfies

L;-(O;w)—i—lz() if w; >0,
Li(0;w) —1=0 if w; <0, (31)
—1§L9(0;w)§1 if w; =0.
We calculate
|L5(0;w) + 1] if w; > 0,
v; = ¢ |1L5(0;w) — 1] if w; <0,
10 0 T
max (Lj(o,w) —1, =1 - L(0;w), 0) if w; =0,
to measure how the optimality condition is violated. The procedure stops if

max (v; at the current iteration)

<0.01 x max (v; at the 1st iteration).
j



Due to the sparsity of the optimal solution, some w; become zeros in the middle of
the optimization procedure and are not changed subsequently. We can shrink these wj;
components to reduce the number of variables. From , an optimal w; satisfies that

-1 < Lj(0;w) <1 implies w; =0.
If at one iteration, w; = 0 and
-1+ M < L;-(O;'w) <1-M,
where

max; (v; at the previous iteration)

M
I )

we conjecture that w; will not be changed in subsequent iterations. We then remove this
w; from the optimization problem.

Appendix G. Ll-regularized Logistic Regression

In this section, we describe a coordinate descent method for L1-regularized logistic regres-
sion. The method is similar to that in Appendix [F]for L1-regularized L2-loss support vector
machines.

wlx;

The problem formulation is in . To avoid handling y; in e ¥
f(w) as

, we reformulate

l
fw) =l + € [ Ylog+e™) + 3 wla
1

i=1 iyi=—

At each iteration, we select an index j and minimize the following one-variable function of
z

f(w + zej) = f(w)
!
=|w; + z| — |wj| + C Zlog(l e (whze)Tmiy | Z (w + zej) x;

=1 1Y, =—

l
- C Zlog(l e W) 4 Z wlx;
i=1

=|w; + z| + L;j(z; w) + constant

1
~lw;j + 2| + L(0;w)z + EL;-’(O; w)2z? + constant, (32)



where e; is defined in ,

!
Lj(z;w)=C Zlog(l 4 e (whze) a4 Z (w+ zej)Tx; |,

i=1 iyi=—1
!
Ry
L(0;w) =C ZiT 4 Z zij | , and
— eW'®Ti L]
=1 By =—1
l Zij 2 T
(. _ (2 w' x;
L(0;w) =C (Z <ewu+1> ¢ )
i=1

The optimal solution d of minimizing is:

Li(0w)+1 .
_ Ly(w)-1
—w; otherwise.
We then conduct a line search procedure to check if d, 8d, 3°d, ..., satisfy the following

sufficient decrease condition:

flw+ p'de;) — f(w)

1 —(w+pBtde)) T x;
= log< re : +8d Y wy |+ wy + Bd| — |wy]

*’lUTiBi
Z[L'ZJ750 1 + €

Z'Zyl':*l

l e(wth'de;) @i | ¢ ¢
= 2. Clog| g yra oy | T4 2L Cuig g+ Bl = lwil - (33)
224570

<of! (L;(O; w)d + |wj +d| — |wj|) , (34)

iy =—1

where t =0,1,2,..., 8€(0,1), and o € (0,1).

As the computation of is expensive, similar to for L2-loss SVM, we derive an
upper bound for . If

*

Z;

= max x;; > 0,
K



then

(w+dej)Ta:i+1 'wTwZ- + —dl‘ij
€ (& €
> Clog (e(w+dej)Tmi+6d$ij = > Clog T wTm 1

124570 4:45; 70
2ii0C S ]
<( Y O)log | = SRRS (35)
G570 Ziixiﬁéo ¢
Zi:xijséo ¢ (echlr;i+1 (e—dIij - 1))
=( Z Chlog [ 1+ c
it 70 Zmiﬁo

—dz* *
1 Tije J CCJ- —Xi5 N
Zi:xij;ﬁo C <e“’T$i+1 ( x* + x* 1)

<(Y O)log |1+ Ve : (36)
i:mij;éo Ziixij;ﬁo
—dx* Cxij
(€M7 = 1) Y0 20 e

~( Y O)og [ 1+ T e vt (37)

x* . ’
7,271]750 J ZZ:CEU;ﬁO C

where is from Jensen’s inequality and is from the convexity of the exponential

function: i
dis o Tij _qer . L5 T Tij )
e Wi < T omdry 4 79 "W 0 gp g >, (38)
T* T* J
J J

As f(w) can also be represented as

l
f(w) =[lwl +C Zlog(l 4wl Z wlz; |,

i=1 iy =1
we can derive another similar bound

1+ e(erdej)T:Bi
Z Clog ( 1+ ewTwi

22470

T
* Cxi;e? Ti
(€ = 1) Yo 0 by
<(Y O)log |1+ liailis el (39)
i 70 j Zi:wij?'fo

Therefore, before checking the sufficient decrease condition , we check if

min( — g4 Z Cxij + |w; + phd| — |lw;l,

2y =1
+ ﬂtd Z Cxij + \wj + ﬁtd| — |wj|) (40)
LY =—

<oB" (L} (0;w)d + |[w; + d| — w;]) -



Note that checking is very cheap since we already have

> et Y St
ewT% +1 emew +1
i:24; 70 1:24 70
in calculating L’ (0;w) and L7(0;w). However, to apply we need that the data set
satisfies ;; > 0, Vi,Vj. This condition is used in (38).
The main cost in checking is on calculating e(w+p'de; )T‘”i, Vi. To save the number
of operations, if ew i ig available, one can use

e(w-i—ﬂtdej)Twi — ewTwie(ﬁtd)xij'

Therefore we store and maintain e®’ @ in an array. The setting is similar to the array
1 — y;wTz; for L2-loss SVM in Appendix l so one faces the same problem of not being
able to check the sufficient decrease condition (34) and update the ew' @i array together. We
can apply the same trick in Appendix [F] but the 1mplementat10n is more complicated. In
our implementation, we allocate another array to store e(wtB'de)) @i anq copy its contents
for updating the ew' @i array in the end of the line search procedure. A summary of the
procedure is in Algorithm

The stopping condition and the shrinking implementation to remove some w; compo-
nents are similar to those for L2-loss support vector machines (see Appendix .
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Algorithm 4 A coordinate descent algorithm for L1-regularized L2-loss SVC

e Choose 8 =0.5 and o = 0.01. Given initial w € R".

e Calculate
bi — 1—yi'wT:L',-, 1= 1,...,[.

e While w is not optimal

For j=1,2,...,n
1. Find the Newton direction by solving

1
min  |wj + z| 4+ L3 (0;w)z + iL;’(O; w)z2.
z

The solution is

L ;W .
_% if L(0;w) + 1 < L0y w)wyj,
d— L;(O;’w)fl

—w;j otherwise.

2. d—0; A — Lj(0;w)d + [w; + d| — |w;].
3. Whilet =0,1,2,...
(a) If
l
wj +d| = Jw;| + C( _a3;)d® + Lj(0;w)d < oA,
i=1
then B
b; — b; + (d — d)yixij, Vi and BREAK.

(b) If t =0, calculate
Lj,U — C Z b,?

el (w)

(C) b; — b; + (CZ— d)yl-xl-j, Vi.

() Tf
|wj+d|—|wj\+C Z bg—LjpSUA,
iel(w+dej)
then
BREAK.
Else

d—d; d— fd; A — BA.
4. Update w; < w; + d.




Algorithm 5 A coordinate descent algorithm for L1-regularized logistic regression

e Choose 8 = 0.5 and o = 0.01. Given initial w € R".

e Calculate

e While w is not optimal

For j=1,2,....n
1. Find the Newton direction by solving

1
min  |wj + 2| 4+ L3 (0;w)z + 5L;’(O; w)22.
z

The solution is

_% if L(0;w) + 1 < L(0; w)w;,
J k)
o L (0;w)—1 .
d= e L(0;w) =1 > LY(0; w)wy,
—w; otherwise.

2. A Li(0;w)d + |wj + d| — |wy|.
3. While
(a) If minm- Tij > 0 and

min( —d Z Cxij + |wj + d| — |wy],

By =1
+d Y Oy + |wy +d| — |wyl)
Ly =—

<oA,

then
b; — b; x e®™i Vi and BREAK.

(b) bi — bi X €d‘rij, V1.

(c) If
l_)l' +1
Z C'log (bl—l—ede> +d- Z Cl‘ij + |wj +d‘ — |wj| < oA,
i:24 70 iy;=—1
then
b; — b;, Vi and BREAK.
Else

d <« Bd; A« GA.
4. Update w; «+ w; +d.
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